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It might be time to reconsider 
AI-chatbots
Imagine it is November 2022, and ChatGPT has just launched. Visionaries quickly declare the 
arrival of intelligent tutoring systems for everyone, promising patient, intelligent, and affordable 
private tutors for all learners. But soon enough, problems arise. ChatGPT confidently produces 
false information, lacks knowledge about current events, and using it requires sending personal 
data across the world. It is slow, power-hungry, and cannot even do basic arithmetic. These crit-
icisms were justified in 2022. However, in artificial intelligence (AI) years, that was ages ago, so 
let us see how things have changed.
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Increases in capability and efficiency
Multiple factors have contributed to the rapid 
increase in AI capabilities, such as better hard-
ware, more advanced AI models, and new tools 
integrated into the AI chatbots. These improve-
ments have led to significant efficiency gains 
and a drop in prices. For example, one of today’s 
smartest models, Deepseek V3, costs about 
$1.50 to generate one million words (roughly 
the length of all seven Harry Potter books com-
bined).

Although the original ChatGPT already ex-
ceeded average human performance in broad 
cross-disciplinary knowledge (Hendrycks et al., 
2021), many people still found it lacking, since 
asking the chatbot was compared to searching 
for the answer online. A test that directly reflects 
this comparison is the Google-proof graduate-lev-
el benchmark (GPQA, Rein et al., 2023), which 
evaluates AI models without web access against 
humans who can use web search. Indeed, early 
ChatGPT answered only around 30% of the GPQA 
questions correctly, while non-expert and expert 
humans with web search scored around 34% 

and 70%, respectively, using 30 minutes per 
question. However, current best models outper-
form even expert humans. For example, Claude 
3.7 Sonnet (reasoning) gets around 80% correct, 
using just 2.5 minutes per question.

Example question from the GPQA 
benchmark
In a given population, 1 out of every 400 
people has a cancer caused by a completely 
recessive allele, b. Assuming the population is 
in Hardy-Weinberg equilibrium, which of the fol-
lowing is the expected proportion of individuals 
who carry the b allele but are not expected to 
develop the cancer? 

a.	 1/400

b.	 19/400

c.	 20/400 

d.	 38/400
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Early ChatGPT struggled with multi-step rea-
soning and even basic common sense. Modern 
reasoning models, such as Deepseek R1, address 
this by “thinking aloud”: they first generate a de-
tailed, step-by-step chain of thought before pro-
ducing a final response. These models can solve 
complex tasks more reliably by breaking problems 
into smaller, manageable parts and carefully con-
sidering each one. This shift from simply recogniz-
ing patterns in massive datasets to task-specific 
reasoning is a major step forward in AI, with much 
of its potential still unexplored. An added benefit 
of this approach is greater explainability. Since the 
model outputs its reasoning process, users can 
follow along and better understand how conclu-
sions are reached. This makes it easier to assess 
whether the final response is correct.

There have also been significant hardware 
advancements. The original ChatGPT was trained 
and deployed on NVIDIA’s A100 chips. Since 
then, newer chips like the H100 have been de-
veloped, which are several times more efficient. 
Combined with model optimization techniques, 
these improvements enable operating models 
with just a fraction of the power consumption. 
As a result, today’s AI models are multiple times 
faster and cheaper to run. Remarkably, the origi-
nal ChatGPT was already highly efficient: human 
writers are estimated to produce 130 to 1100 
times more carbon dioxide emissions per page 
of text than the AI (Tomlinson et al., 2024).

Local models solve copyright 
and data privacy
Originally, ChatGPT posed serious copyright and 
data privacy concerns, since writing or pasting 
something into the chat box was sent on servers 
around the world without guarantee of confiden-
tiality. In 2025, there is a solution to this prob-
lem: locally running, freely available AI language 
models. Because everything happens on the us-

er’s own device, sensitive and proprietary infor-
mation is fully secure.

The original ChatGPT was so resource-intensive 
that it required multiple powerful computers just to 
operate. In contrast, today’s local models with bet-
ter performance require no specialized hardware, 
just a standard laptop. Benchmarks like Chatbot 
Arena (lmarena.ai, Chiang et al., 2024) demon-
strate this. On the website, visitors are shown re-
sponses from two anonymized models and asked 
to choose which one they prefer. The models are 
then ranked based on these preferences. Currently, 
an improved version of the original ChatGPT (GPT-
3.5-turbo-1106) ranks 135th on the leaderboard, 
behind even Gemma 2 2b, a tiny local model that 
can run on nearly any modern computer.

Many institutions now use enterprise AI ser-
vices, such as Microsoft Copilot. While they can-
not guarantee absolute data privacy like local 
models, they can still be used with proprietary 
information, depending on company policy. This 
approach offers some of the benefits of local 
models without requiring personal hardware.

Your first chat with a local model in 5 
minutes, for free, no login required

1.	 Download, install, and open LM Studio 
on your laptop or desktop.

2.	 Click Skip onboarding in the top right 
corner.

3.	 Click the magnifying glass icon.
4.	 Click Gemma 3 1B, then click 

Download.
5.	 Once it is downloaded, click Load Model.
6.	 That’s it! Start chatting with your fully 

private AI chatbot.
Bonus: Try Gemma 3 4B: it is smarter, 
multilingual, and you can even input 
images.
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Overcoming the hallucination problem
Perhaps the biggest failing of the original 
ChatGPT was hallucination — confidently stating 
incorrect information. The root cause was that 
it relied entirely on its pretraining, which is like 
cramming the entire internet into a size small 
enough to fit on a smartphone. The problem is 
that detailed information is lost in the process, 
especially information that appeared only a few 
times online. Another limitation was that the orig-
inal ChatGPT had no knowledge of anything that 
happened after its training data was collected. 

Today, there are multiple solutions to these 
problems. First, chatbots now have access to web 
search, allowing them to retrieve up-to-date infor-
mation and include references in their respons-
es. Furthermore, AIs are increasingly integrated 
with real-time data sources like weather services 
and news feeds. In short, just like humans, hav-
ing access to the internet allows AI to respond 
more accurately when discussing current events 
and specific details.

Second, the original ChatGPT was notori-
ously reluctant to respond with a simple “I don’t 
know.” Today, cross-checking an AI’s answers is 
quite straightforward. Two different models can 
be asked simultaneously, and if their answers 
differ, the chatbot does not know. A third model 
can even be used to compare the answers and 
automatically detect discrepancies. Thanks to 
increases in efficiency, running a chain of multi-
ple models is now cheaper than asking a single 
model in 2022.

Third, the original ChatGPT's context size was 
around 3,000 words, meaning users could not 
provide much reference material for it to search 
for facts. In contrast, current models like Qwen-
2.5 (open, local) and Gemini 2.5 (proprietary, on-
line) can handle over 700,000 words. This allows 
users to attach multiple books’ worth of infor-
mation to the chat. When the AI has the relevant 

content in its “working memory”, it hallucinates 
far less. The reason is straightforward: imagine 
having to answer a question based on a book you 
read some time ago, versus answering it while 
being able to browse the book.

It is important to note that when attaching 
copyrighted or confidential materials, a local 
model should be used to ensure data privacy. 
Additionally, it is best practice to ask the AI to 
produce word-for-word quotes from the source 
material, making the information easier to verify.

AI chatbots as instructional tutors
Recent developments have introduced several 
features that make AI especially useful as a tutor. 
One infamous issue with the original ChatGPT 
was its poor numerical ability: it often gave in-
correct answers even for the most basic math 
problems (e.g., 11 - 8 + 24 – 57 = ?). Luckily, 
today’s AI models can provide reliable answers 
by using calculators, much like humans would. 
With built-in reasoning and Python code execu-
tion, current models can reliably solve arithmetic 
and algebraic problems. Specialized systems, 
such as AlphaGeometry 2, can even solve most 
of Olympiad-level problems in their domain.

Another past limitation was the slow pace of 
written communication during learning. Current 
chatbots like GPT-4o now support voice interac-
tion, image sharing, and even video calling, which 
enables a fluent learning experience. There are 
also powerful, freely available solutions that can 
run locally on most laptops; for example, Koko-
ro for text-to-speech, Whisper for speech-to-text, 
and Gemma 3 4b, which can understand image 
input.

AI chatbots can sometimes be too helpful: 
they give the answer away easily, rather than 
guiding students to discover the solution them-
selves. Their explanations might also be too 
complicated for younger students. These issues 
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can be addressed in both local AIs as well as 
proprietary services by writing a system prompt 
— a predefined instruction that guides the AI’s 
behavior. System prompts are pieces of text in 
the AI’s memory and are not visible or editable 
by the user, allowing educators to shape how the 
AI responds. With this customization, teachers 
can prevent the chatbot from simply giving away 
answers, keep it focused on the lesson topic, and 
make it tailor its tone and complexity to the tar-
get audience and context. 

Conclusion
AI chatbots have made remarkable progress 
in just 2.5 years, improving significantly across 
nearly every aspect. If you have not tried AI re-
cently, now might be a great time to give it an-
other go. That said, integrating all the discussed 
advances into a single system still requires a 
high-end computer and technical expertise. At 
present, there is no plug-and-play solution that 
offers a top-performing AI capable of running 
quickly and locally on a basic laptop, while also 
supporting web search, calculators, voice con-
versations, and less commonly spoken languag-
es like Finnish. But with all the key components 
already in place, that may soon change.
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How I used AI when writing this article
1.	 I gathered my past texts, presentations, and 

relevant articles on AI into a single folder.

2.	 I passed those files, along with the topic 
and ideas for this article, to Qwen-2.5 14b 
Instruct 1M (running locally), asking it to 
find relevant points I have made and sug-
gest new angles.

3.	 Based on that, I created a bullet-point 
draft covering the arguments, points, and 
article structure. I gave this draft to Chat-
GPT o3 Deep Research multiple times, 
asking it to research relevant topics and 
write reports covering all bullet points.

4.	 I reviewed the reports, decided on the final 
content, and wrote the first full draft. While 
writing, I passed awkward or clunky phra-
ses to GPT-4o for better alternatives.

5.	 Finally, Gemma 3 27b (running locally) re-
viewed the entire manuscript, for example 
pointing out grammatical and stylistic er-
rors as well as detecting redundancy.
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